
Abstract
This study investigates errors in a sample of 50 written
performances of Austrian learners of English collected
in the 2009 baseline study for the Austrian Educational
Standards-Based Writing Test for English at grade 8
(E8 Standards Writing Test). The research aims to con-
tribute to the validation of this large-scale assessment
by studying the relationship between errors (described
using the Scope – Substance error taxonomy) and human
ratings awarded to writing performances. The results
add to the validity evidence of the E8 StandardsWriting
Test. There is a negative relationship between human
ratings and the presence of errors; a low error density
is associated with higher ratings and a high error den-
sity with lower ratings. Substance wo, cls, and
x error densities play an important role in the rating
in most dimensions; errors with a larger scope also have a

strong effect. By highlighting aspects of errors to which
raters seem to be sensitive, these findings constitute evi-
dence of context validity. At the same time, the findings
are relevant to theory-based validity by concretising ar-
eas of competence that learners need to develop in order
to receive higher ratings. While errors are important de-
terminants of the ratings, additional factors, presumably
positive features, must be at play as the accuracy of the
regressionmodels is low tomoderate. This should in fact
be the case since the E8 rating scale refers to negative as
well as positive features.
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1 Introduction

Analytic rating scales for writing, and the rating scale used in the Austrian Educational
Standards-Based Writing Test for English at grade 8 (E8 Standards Writing Test) in par-
ticular, describe levels of performance on eachof several dimensions bymeans of so-called
performance level descriptors (e.g. Cizek and Bunch 2007, 46). These are supposed to
guide trained raters in the process of judging the writing performances with the aim of
maximising intra- and interrater agreement, which, in turn, is considered as an indication
of validity. In fact, research into the validity of ratings tends to rely on rater agreement
as an indication of validity. However, there is little evidence on the extent to which er-
rors, which are only one aspect that is covered by the performance level descriptors in the
rating scales, play a role in the raters’ rating behaviour. More particularly, little is known
about the extent to which the raters actually pay attention to errors, and about the kinds
of error to which they are sensitive, when forming their judgments.

This study aims to shed light on this aspect of the rating process in the E8 Standards
Writing Test. More specifically, this research aims to contribute to the validation of this
test by investigating the role that errors play in the rating of writing performances using
an analytic rating scale. The study identifies the most common errors in the writing of
Austrian learners of English at the age of around 14 years and, in particular, focuses on
the relationship between errors and human ratings awarded towriting performances gen-
erated in the context of the E8 Standards Writing Test. The errors in the writing perfor-
mances are identified and categorised by means of the Scope – Substance error taxonomy
(Dobrić and Sigott 2014).

In order to address the role of errors in the rating of the E8 StandardsWriting Test, the
following research questions are investigated:

RQ1. In terms of errors described using the Scope – Substance error taxonomy, what are
themost commonerrors in textswritten byAustrian learners of English at grade 8?

RQ2. What is the relationship between errors describedusing theScope–Substance error
taxonomy and the human ratings in the four dimensions ofGrammar,Vocabulary,
Coherence & Cohesion, and Task Achievement?

2 Theoretical Framework

2.1 Relation to ValidationTheory

Studying the influence of errors on ratings of writing performances addresses aspects of
validity. More concretely, this study investigates the relationship between the error in-
cidence and the ratings which were awarded by trained raters using an analytic rating
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scale. By doing this, it aims to identify error types that are typical of performances with
a lower rating. Avoiding these error types constitutes a challenge which test takers have
to master. Avoiding these errors thus constitutes aspects of task difficulty. Identifying
the kinds of errors that constitute such difficulty contributes to identifying the construct
underlying the E8 Standards Writing Test. In fact, understanding difficulty-generating
features in any test is central to understanding what the test tests. In the assessment of
writing, difficulty-generating features stem from the test context, such as the task set, the
rating criteria, and the raters. The rating criteria are an important source of difficulty-
generating features. However, raters looking at the rating criteria per se is no guarantee
that they will follow these criteria to the letter, either because they interpret them in
their own way or because they develop their own rating strategies when they encounter
problems in applying the criteria (Lumley 2005). Therefore, evidence is needed of what
the raters actually do when they rate a performance. This evidence can be collected by
trying to access the raters’ cognitive processes during rating or by observing features of
performances that tend to cooccur with individual levels awarded to these performances
by the raters. These cooccurrences, or correlations, are empirical evidence which suggests
what it is in the performances that raters actually pay attention to in the rating process.
These correlations can, however, only be interpreted as suggestive evidence since they are
statistical, not causal, relationships. Nevertheless, they indicate features which cooccur
with particular ratings. It follows that changes in the occurrence of these features will go
hand in hand with changes in the rating. Features correlated with low ratings will, when
avoided, make higher ratings likely. The necessity of avoiding such errors, then, can be
considered to be a difficulty-generating feature. Consequently, identifying such errors
contributes to our understanding of what the test tests, or, put another way, to our abil-
ity to identify the test construct. This is why Sigott (2004, 51) has referred to this aspect
of validation as construct identification.

In terms of Weir’s (2005) validation framework, the study addresses context validity
and theory-based validity. Context validity refers to the totality of contextual factors
that influence the production of test-taker performance as well as to the criteria for cor-
rectness that are applied in scoring the performance. Raters’ sensitivity to error types
constitutes such expectations of correctness. Identifying the errors that raters attend to
when rating therefore provides evidence of context validity. This also contributes to our
understanding of rater cognition (Dobrić 2020). From the writer’s perspective, avoiding
such errors constitutes challenges, or sources of difficulty (Dobrić et al. 2021). Specify-
ing these challenges means specifying aspects of the test construct and hence addresses
aspects of theory-based validity.
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2.2 Error Analysis

Error analysis (EA), as a branch of applied linguistics, is concerned with the study and
analysis of errors made by L2 learners. Building on the work of Corder (1974), Ellis
and Barkhuizen (2005, 57) distinguish the following five steps in conducting an EA:
(1) collecting a sample of learner language, (2) identification of errors, (3) description
of errors, (4) explanation of errors, and (5) error evaluation. Steps two and three are of
interest in this study and will therefore be explained further.

The second step, identification of errors, involves the recognition of elements in the
learner’s production that deviate from the norm of the L2 in some way. According to
Ellis and Barkhuizen (2005), identification “involves a comparison between what the
learner has produced and what a native speaker counterpart would produce in the same
context” (58). This description builds on the work of Lennon (1991), who defines error
as “a linguistic form or combination of forms which, in the same context and under sim-
ilar conditions of production, would, in all likelihood, not be produced by the speakers’
native speaker counterparts” (182).

An important process here is to “prepare a reconstruction of the sample as this would
have been produced by the learner’s native speaker counterpart” (Ellis and Barkhuizen
2005, 58). The reconstructed version is referred to as authoritative reconstruction of the
learner performance. Arriving at such a version is often not without problems. In many
cases, the intendedmeaning of the sentence/utterance is not clear and thus, several recon-
structions are possible. For such cases, Corder (1974) suggests seeking an authoritative
interpretation by asking the learnerwhat they intended to communicate (127–128). This
procedure, however, is unpractical for most EA. Therefore, he proposes plausible inter-
pretation as an alternative. Here, the researcher has to “attempt to infer the meaning
intended by the learner from the surface structure and his text-sentence in conjunction
with the information derived from its context” (128).

The third step, description of errors, involves “specifying how the forms produced by
the learner differ from those produced by the learner’s native speaker counterparts” (El-
lis and Barkhuizen 2005, 60). Consequently, the most important process in this step is
choosing or developing an error classification system with descriptive categories for cod-
ing the errors which have been identified. A system of error categories is referred to as
error taxonomy (see, e.g., James [1998, ch. 4] for an overview of different approaches).

EA does have some methodological shortcomings and limitations. First, although
learners make errors in both comprehension and production, EA can only deal effec-
tively with errors in speaking and writing because errors only manifest themselves visibly
in the productive skills. Second, EA gives an incomplete picture of the learning process
because it focuses on what the learners do wrongly and not on what they already know
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(Hammarberg 1974, 185; Ellis andBarkhuizen 2005, 70; Saville-Troike 2006, 40). Addi-
tionally, EA cannot account for learner use of communicative strategies such as avoidance
of difficult structures. The absence of errors in a certain area of the language, thus, does
not mean that the learner has mastered it (Khansir 2012, 1030; Saville-Troike 2006, 40;
Schachter 1974; X. Yu 2017). Third, Lennon (2008) points out problems in assigning
the psycholinguistic cause of errors because error explanation is in its nature speculative,
and it is often not possible to unambiguously locate the source of an error. Last, there is
ambiguity in error classification and identification (Ellis and Barkhuizen 2005, 59–60;
Lennon 2008, 55; James 1998, 91–92). The Scope – Substance error taxonomy (Dobrić
and Sigott 2014) was created as an attempt to alleviate this problem.

Although the research focus of EA has changed, it is still useful as a “methodology
for dealing with data, rather than a theory of acquisition” (Cook 1993, 22). This is pre-
cisely how EA has been used in studying the impact of learner errors on human ratings of
learner performances (e.g., Pibal 2012; Pibal, Sigott, and Cesnik 2018), and this is also
the purpose for which it is used in the present study.

2.3 The Scope – Substance Error Taxonomy

The Scope – Substance error taxonomy is an error classification system that was proposed
byDobrić andSigott (2014) to alleviate problemswith subjectivity in existing taxonomies.
In this model, errors are classified on the basis of two concepts: substance and scope. Sub-
stance is defined as the “the size of the element that needs to be changed in order to correct
the error”, while scope refers to “the amount of textual or extratextual context that is re-
quired for recognising the presence of an error” (114). The idea of characterising errors
in this manner was originally proposed by Lennon (1991), as the authors of the taxon-
omy point out (Sigott, Cesnik, and Dobrić 2016, 80). Similar to the concepts of scope
and substance, Lennon suggested classifying errors by means of their extent and domain.

The core idea of the Scope – Substance error taxonomy is that most errors only become
identifiable when there is an incompatibility between a unit in the text (the potential er-
ror) and the surrounding context. As Lennon (1991) points out, “most ‘erroneous forms’
are, in fact, in themselves not erroneous at all, but become erroneous only in the context
of the larger linguistic unit in which they occur” (189). For example, looking at the word
‘neccessary’ in isolation is enough to see that it is erroneous. However, in the clause ‘I was
very nervously’, every word and phrase is in itself acceptable. Only when we consider the
context of thewhole clause does it become apparent that the use of the adverb ‘nervously’
is not correct.

The size of the constituent in which the error is located and the surrounding context
that needs tobe checked for incompatibility is expressed in termsof syntactic units. These
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are described in terms of units of the commonly accepted grammatical hierarchy, starting
withmorpheme, the smallest unit, whichmakes upwords, whichmake upphrases, which
make up clauses, which make up sentences. These units are placed in a hierarchy on the
basis of their potential size or extensibility and not their actual size or length (referring
to the number of constituents) as a sentence may consist of only one clause, or a phrase
of only one word (e.g., all three phrases in ‘I am nervous’). The phenomenon that one
unit may be the only constituent into which another unit can be analyzed is referred to
as unitary constituency (Quirk et al. 1985). In the most extreme case, for instance ‘Bye.’,
a structure may be described as a sentence, a clause, a phrase, a word, or a morpheme.
The Scope – Substance error taxonomy uses the principles of syntactic analysis laid out in
Quirk et al. (1985) since a theory-neutral, descriptive grammar is very well suited as a
framework for error description (cf. James 1998, 96). In contrast to other, more recent,
grammars of English, it is likely that almost every English sentence structure, even learner
language, is describable following its principles.

In the taxonomy, errors are described by a combination of scope and substance. Using
the units from the grammatical hierarchy without morpheme but with punctuation and
text added, the latest version of the taxonomyhas 19 different error types (Sigott, Cesnik,
and Dobrić 2016) (see Table 1).

Code Substance Scope Code Substance Scope

11 wo wo 34 cls sc
12 wo ps 35 cls x
13 wo cls 44 sc sc
14 wo sc 45 sc x
15 wo x 55 x x
22 ps ps 92 pcio ps
23 ps cls 93 pcio cls
24 ps sc 94 pcio sc
25 ps x 95 pcio x
33 cls cls

Table 1: The 19 error types of the updated taxonomy (with error codes).

Mathematically, 30 combinations would be possible. However, the scope of an error can-
not be lower than its substance, which eliminates 10 combinations like substance ps
– scope wo. Additionally, substance pcio – scope wo is not a possible
error type (Sigott, Cesnik, and Dobrić 2016).
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In Figure 1, the different error types are represented diagrammatically using a coor-
dinate system, showing graphically that the scope of an error cannot be lower than its
substance.

Figure 1: Diagrammatic representation of the 19 error types.

Following are examples that illustrate the application of the taxonomy (for additional
examples see Dobrić and Sigott 2014; Sigott, Cesnik, and Dobrić 2016; Hafner 2018a).

substanceword – scopeword

(1) If I could fly, I would go to Madrid and get an autogramm from Ronaldo.

In the first example, the word ‘autogramm’ is not part of the English lexicon. In order to
repair the error, a correction on the word level must be performed, making the substance
wo. The scope of the error iswo since it is sufficient to look at theword in isolation
to identify the error.

substanceword – scope text

(2) We go around with them, talk with them, and have a lot of fun.

This sentence does not seem to have any erroneous forms at all when looked at in isola-
tion. However, if the context is widened to the text level, it becomes clear that the learner
is talking about events in the past. Therefore, the verbsmust be put into past tense. These
errors have substance wo and scope x.
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substance phrase – scope clause

(3) When you will phone me, I’ll come.

The tense of the verb phrase ‘will phone’ is not acceptable in a clause that is introduced
with ‘when’. Hence, the auxiliary verb ‘will’ needs to be deleted, which changes the struc-
ture of the verb phrase (from having an auxiliary slot to not having one). The error be-
comes visible when the scope is widened to the clause level (‘When you will phone me’).
Consequently, the substance is ps while the scope is cls.

substance x – scope x
This error type typically occurs when the conventions of text structure are violated, such
as the logical order of sentences (topic sentence – supporting details – concluding sen-
tence; cause-effect relations, etc.).

(4) Ten people are on vacation on a boat. The star is BenKlinHof. A shark kills one
of the people while he was swimming in the sea.

This extract is from a paragraph describing the plot of a movie. In isolation, each of the
sentences is acceptable. However, the second one is not appropriate in this slot. Correct-
ing the error involves changing the position of this sentence into amore appropriate one,
which changes the text structure. Therefore, both substance and scope are x.

substance pcio – scope sc
For the sake of reproducibility, only obligatory commas are considered errors (e.g., lists,
initial adverbials that are clauses, non-defining relative clauses, appositions, question tags,
introductory comma in informal letters).

(5) When we arrived there I was very sad.

Since the temporal clause ‘When we arrived there’ comes before the main clause, the
comma between the two clauses is obligatory. The correction thus involves inserting a
comma, making the substance pcio. The error becomes apparent when the
whole sentence is considered, thus the scope is sc.

2.4 Austrian Educational Standards-BasedWriting Test for English at
Grade 8 (E8 StandardsWriting Test)

The E8 Standards Writing Test is part of a large-scale secondary-level monitoring pro-
gram of EFL competences at grade 8 in Austria. The main focus of the program is to
monitor the listening, reading, writing, and with a restricted sample, speaking abilities
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in EFL of pupils in grade 8 and to provide diagnostic information to help transform the
teaching and learning of EFL in theAustrian school system (Kulmhofer and Siller 2018).
The test takers are approximately 14 years old when they take the E8 Standards Writing
Test and should have reached the CEFR levels A2 to B1, depending on the area of com-
petence and descriptor. In 2009, a baseline study was conducted, the first nation-wide
Standards Test was administered in 2013, and the most recent one took place in 2019.

In the E8 Standards Writing Test, candidates are assessed in four areas: Task Achieve-
ment, Coherence & Cohesion, Grammar, and Vocabulary. These areas represent the four
dimensions of the analytic rating scale used for the assessment of the writing perfor-
mances. Each dimension has seven levels plus a ‘0’ band, which is reserved for perfor-
mances with no assessable language. Four levels (1, 3, 5, 7) have descriptors, while the
three levels in between (2, 4, 6) are empty (Gassner, Mewald, and Sigott 2008). The
rating scale used for the 2009 baseline study (version May 2008) is reprinted in the ap-
pendix.

In the 2009 baseline study, each student received a booklet containing a short and a
long answer prompt. The candidates had 10 minutes to produce the short performance
and 25 minutes for the long one; time management, however, was left to the students.
The prompt instructed the students on the required length of the text and the content
points to be addressed. The short answer prompt demanded between 40–60 words and
contained between three and five bullet points, and the long answer prompt asked for
120–150 words with five to eight bullet points (Kulmhofer and Siller 2018). Addition-
ally, the writing prompts specified language functions like inviting, apologizing, asking
for something or giving advice that the test takers need to perform (Gassner et al. 2011).

3 Research Design

3.1 Sample and Population

The sample of written performances came from the 2009 baseline study for the E8 Stan-
dards Writing Test, in which a stratified random sample of 10,749 eighth-grade pupils
from 204 schools from all over Austria participated (IQS n.d.). The performances were
taken from an already existing corpus compiled by Pibal (2012), who selected a random
sample of 100 long performances from the overall pool. Pibal only selected long perfor-
mances (120–150 words in length) because they offer more potential for analysis than
the short ones. The texts are based on twodifferent prompts. One instructed the students
to write a letter to a friend or relative in which they talk about a recent school trip they
undertook. The other required pupils to write a text for a youth magazine and describe
their favourite film, music, or book.
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Pibal digitized the texts for the purpose of further analysis by transcribing them into
text files. From this corpus, a random set of 50 performances was drawn for this research.
Each text was assigned a unique number from 1 to 50. Two texts had to be excluded (no.
43 and 45) from the study as they proved to be unsuitable for analysis. The performances
were incoherent, full of errors, and the writers’ intended meaning was unclear.

3.2 Variables

3.2.1 Adjusted Human Ratings (Fair Measures)

After the administration of the E8 StandardsWritingTest in 2009, all performances were
rated by practising EFL teachers from Austrian schools, who went through a specific
rater training program, using a seven-band analytic rating scale (see appendix). In or-
der to be able to minimize the effect of differences in rater behaviour, a rating plan with
rater overlap for multiple rating of anchor performances was followed. The raw ratings
were then subjected to multifaceted Rasch analysis (MFRA) to adjust for differences in
rater severity and task difficulty. The output of this analysis is called Fair Measure. A
person score based on the aggregated ratings of two performances (long and short) was
reported for each participant. Pibal (2012) re-conducted MFRA of the original data on
a single-performance basis and calculated five FairMeasure variables: Total FairMeasure,
Grammar FairMeasure, Vocabulary FairMeasure, Coherence&Cohesion FairMeasure,
and Task Achievement Fair Measure. As the raters did not award an overall rating, the
Total FairMeasure is an artefact, aggregated from the FairMeasures on the four rating di-
mensions. Pibal’s single performance-based FairMeasures were used in the present study.
Table 2 shows how the variables are named in the analysis. The Fair Measures can take a
value between 0 and 7, with 7 being the best rating.

Variable Variable name

Total Fair Measure TOT.Fair
Grammar Fair Measure GR.Fair
Vocabulary Fair Measure VOC.Fair
Coherence & Cohesion Fair Measure COH.Fair
Task Achievement Fair Measure TA.Fair

Table 2: Adjusted human rating (Fair Measure) variables
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3.2.2 Error Density (ED)

Tomake the occurrence of errors comparable across performances and relating the errors
to the human ratings, error density variables were calculated. The error density is defined
as the number of errors per one hundredwords. Table 3 gives an overviewof the variables,
their naming pattern, and their computation.

This was done for two reasons. First, the longer the text, the more potential for error
it offers. Second, raters usually take the whole performance as a basis for their judgment.
Thus, the same number of errors in a short text will, most likely, be judged more severely
than in a longer one.

The error density variables take this into account. For example, the total error density
(ED_TOT) for a 100-word text with 10 errors is 10; for a 200-word text with the same
number of errors, the value is 5. Consequently, the error density variables allow amore in-
formative comparison of the occurrence of errors independently of the text length, which
would not be possible with the absolute frequencies.

Level Error density variables Computation

total total error density (ED_TOT) (1 variable)
total number of errors

number of words
⋅ 100

substance substance X density (ED_SuX) (6 variables)
number of errors with substance X

number of words
⋅ 100

scope scope Y density (ED_ScY) (5 variables)
number of errors with scope Y

number of words
⋅ 100

ED = error density. X ∈ {1, 2, 3, 4, 5, 9} and Y ∈ {1, 2, 3, 4, 5}.
1 ≙ wo, 2 ≙ ps, 3 ≙ cls, 4 ≙ sc, 5 ≙ x, 9 ≙ pcio.

Table 3: Overview of the error density (ED) variables, their naming pattern, and their
computation.

3.3 Guidelines and Agreement Study

Thequality of the linguistic information in any annotated learner corpus depends on the
reliability of the error tagging (Díaz-Negrillo and Fernández-Domínguez 2006, 88; Do-
brić 2015, 36; Plaban, Pabitra, and Anupam 2008, 58). More generally, the validity of a
research study is strongly dependent on the reliability of the data (Brants 2000; Plaban,
Pabitra, andAnupam2008, 58). Granger (2003, 467) describes consistency as one of the
key requirements for an annotation system to be fully effective. To achieve consistency,
she recommends the elaboration of an error manual with detailed descriptions of the er-
ror categories and tagging principles (466–467). A similar point wasmade by Potter and
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Levine-Donnerstein (1999), who emphasize the need for a coding scheme, that is, a set of
rules that tell annotators how to code (266–267). Using such amanual or coding scheme
should help to ensure that the error coding is the result of a systematic examination with
minimal uncertainty and subjectivity which should, as a result, lead to higher levels of
reliability. Taking this into consideration, an elaborate set of rules and principles (col-
lectively referred to as guidelines) was developed. These guidelines are the product of a
collaborative process involving a group of researchers working with the Scope – Substance
error taxonomy (Bıdık 2016;Hafner 2018b; Sigott, Cesnik, andDobrić 2016; Steinkell-
ner 2018) and including an agreement study. Formore details on this process and the full
guidelines, see Hafner (2018a).

3.4 Data analysis

The study utilizes a mixed methods approach. The qualitative aspect is the identifica-
tion and description of errors in the performances. Correlation and regression analyses
represent the quantitative part.

3.4.1 Identification and Description of Errors

Building on the theoretical foundation laid out by Ellis and Barkhuizen (2005), the fol-
lowing three-step procedure was applied to each written performance.

– First, the whole text was read to develop an overall understanding.
– Then, the process of error identification started. This process was stepwise and

bottom-up, starting with the smallest unit in the grammatical hierarchy. This
means that for every sentence in a performance, the individual words were first
screened for errors. The process was then repeated for the phrase, clause, sentence,
and text level. The output of this procedure was an authoritative reconstruction
of the learner language. The guiding principle was to reconstruct the intended
meaning of the learner (plausible interpretation) while changing as little as possi-
ble (minimal correction).

– Last, the process of error description started. The errors were coded with AT-
LAS.ti (version 8). After importing the digitized texts into the software, the er-
ror type codes from Table 1 were used to create 19 code labels (e.g., 11, 12, 13,
…) each indicating a combination of substance and scope. These formed the basis
for error tagging. Each data segment constituting an error substance was marked
with one of these codes. The coding was performed by one of the authors [SH],
after consultation with other researchers [GS and FS] also working with the tax-
onomy, in cases of uncertainty. The annotator analysed each text at least twice. To
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ensure reliability and consistency of the application of the Scope – Substance error
taxonomy, an agreement study was carried out before the annotation process (see
section 3.3).

3.4.2 Statistical Analyses

After the categorization process in ATLAS.ti 8, the data file was merged with the ratings
provided by Pibal (Pibal 2012). The statistical analysis was performed with the statistical
software R (version 4.1.0).

Descriptive statistics were used to describe the basic features of the data in the study
and to provide simple summaries about the sample. The main aim here was to give an
insight into the areas that cause the most difficulty for Austrian learners of English at
grade 8 (RQ1).

RQ2 was answered using correlation and regression analysis. To assess the strength
of the (statistical) association, Spearman’s rank-order correlation coefficient (Spearman’s
ρ) was calculated as not all variables are normally distributed and outliers are present.
Pearson’s product-moment correlation coefficient (Pearson’s 𝑟) is reported too for com-
parison as ρ benchmarks monotonic relationships, while 𝑟 assesses linear ones. In linear
relationships, variables tend to move together at a constant, i.e., linear, rate, while in a
monotonic relationship, variables tend to move in the same relative direction, but not
necessarily at a constant rate.

In short, correlation quantifies the degree to which two variables are related. In con-
trast, linear regression analysis provides information about the change in the dependent
variable when the values in the independent variable(s) change. A simple linear regres-
sionmodel is amathematical equation that allows us to predict the value of𝑌 (dependent
variable) for a given value 𝑋 of the independent variable:

𝑌 = 𝑏 + 𝑎 ⋅ 𝑋

Thus, regression is used for the mathematical modelling of the relationships between the
Fair Measures (dependent variables) and the error densities (independent variables). For
this study, we conducted descriptive modelling to analyse the impact of the independent
variables on the dependent oneswithout assuming or relying on an underlying causal the-
ory.1 Since the error densities have skewed distributions and outliers are present in the
data, the regression coefficients are estimated using an MM-Estimator, a highly robust
and highly efficient estimator (R. R. Wilcox 2012, 499), as implemented in the func-
tion lmrob in the R-package robustbase (version 0.93-7) (Maechler et al. 2021) with

1 See (Shmueli 2010) for an excellent overview of the different kinds of statistical modelling.
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the option setting="KS2014" (cf. Koller and Stahel (2011, 2017) and the reference
manual of the package on the Comprehensive R Archive Network (CRAN) website).
All models were tested for homoscedasticity of residuals (equal variance), autocorrela-
tion, multi-collinearity, and normality of residuals.

4 Results

4.1 Descriptive Statistics

In total, 1,119 errors were tagged across all 48 texts. On average, every performance con-
tains about 23 errors with a standard deviation of about 10. The median is 22. Virtually
all texts contain between 7 and 41 errors and 50% of the performances have between 16
(lower quartile Q1) and 28 errors (upper quartile Q3).

In order to answer RQ1 (In terms of errors described using the Scope – Substance error
taxonomy, what are the most common errors in texts written by Austrian learners of English
at grade 8?), the frequencies of the different scope and substance errors are shown in Figure
2. Substance wo errors are by far the most frequent (59% of all errors). Larger sub-
stance errors (cls, sc, x) only make up 15% of all errors. Errors with
substance pcio represent the second most common substance group (14% of
all errors). Errorswith a larger scope (cls, sc, x) constitute almost three
quarters (73%) of all errors. Scope cls errors are the most frequent errors among all
scope categories and constitute 35% of the errors, followed by scope x (21%).

SuX = all errors with substance X, ScY = all errors with scope Y. 1 ≙ wo,
2 ≙ ps, 3 ≙ cls, 4 ≙ sc, 5 ≙ x, 9 ≙ pcio

Figure 2: Error frequencies (scope/substance categories).
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On average, the performances contain 17.03 errors per 100 words with a standard devia-
tion of 6.96. The box plot in Figure 3 displays the distribution of the total error density.
The diagram shows that the total error density is approximately normally distributed. In
50% of the performances, the value lies between 12.67 (Q1) and 21.41 (Q3). 50% of the
texts have a value of more than 16.36 (median). Theminimum is 5.56 and themaximum
36.11. However, the total error density of 36.11 is an extreme value and virtually all texts
have between 5.56 and 30.53 errors per 100 words.

N = 48, min = 5.556, max = 36.111, Q1 = 12.672, median = 16.359, Q3 = 21.412.
The scale refers to number of errors per 100 words. The whiskers have a maximum

length of 1.5 times the interquartile range.

Figure 3: Box plot of total error density (ED_TOT).

The box plots in Figure 4 give more insight into the distribution of the scope and sub-
stance error densities. None of these variables is normally distributed. The tails of the

The scale refers to number of errors (of a specific type) per 100 words. The whiskers
have a maximum length of 1.5 times the interquartile range. The extreme value for

‘ED_Su1’ with a substance wo error density of 27.083 is not depicted for reasons of
space and layout.

Figure 4: Box plot of all substance/scope error densities.
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distributions on the right-hand side are longer than on the left-hand side, meaning that
the distributions are right-skewed. Most error densities stretch over a wide range of val-
ues. Every performance contains errors with substance wo.

4.2 Correlation

To answer RQ2 (What is the relationship between errors described using the Scope – Sub-
stance error taxonomy and the human ratings in the four dimensions of Grammar, Vocab-
ulary, Coherence & Cohesion, and Task Achievement?), the error densities were put into
relation to the total fair ratings and to the fair ratings on each of the four dimensions.
The relationship was analysed by means of correlation first, and in a following step, by
means of regression analysis.

TOT.Fair GR.Fair VOC.Fair COH.Fair TA.Fair
ρ 𝑟 ρ 𝑟 ρ 𝑟 ρ 𝑟 ρ 𝑟

ED_TOT–.667** –.618** –.720** –.684** –.569** –.551** –.675** –.602** –.416** –.378**

ED_Su1 –.571** –.561** –.623** –.610** –.513** –.532** –.522** –.501** –.369** –.370**
ED_Su2 –.116 –.081 –.204 –.187 –.050 .003 –.252+ –.184 .031 .055
ED_Su3 –.572** –.527** –.561** –.535** –.453** –.444** –.549** –.540** –.418** –.349*
ED_Su4 –.123 –.097 –.118 –.052 –.024 .004 –.168 –.141 –.197 –.144
ED_Su5 –.535** –.569** –.471** –.530** –.455** –.498** –.438** –.443** –.554** –.552**
ED_Su9 .134 .096 .053 .044 .091 .070 .084 .014 .238 .201

ED_Sc1 –.020 –.104 –.076 –.180 –.147 –.190 –.013 –.079 .089 .073
ED_Sc2 –.284+ –.317* –.280+ –.314* –.314* –.325* –.364* –.390** –.157 –.105
ED_Sc3 –.582** –.528** –.604** –.583** –.517** –.501** –.546** –.506** –.364* –.293*
ED_Sc4 –.003 .015 –.105 –.082 –.060 –.008 –.111 –.025 .135 .112
ED_Sc5 –.520** –.445** –.465** –.423** –.304* –.275+ –.496** –.395** –.532** –.481**

𝑁 = 48. Codes for significance levels (2-tailed): + 𝑝 < .1. * 𝑝 < .05. ** 𝑝 < .01.
ρ = Spearman’s rank-order correlation coefficient, 𝑟 = Pearson’s product-moment correlation coefficient

Table 4: Correlation between error densities and Fair Measures.

Table 4 shows the results of the correlation analysis. The following descriptions refer to
Spearman’s ρ.

Total error density
The total error density (ED_TOT) has highly significant correlations with all Fair Mea-
sure variables. The relationships are inverse. Performanceswith a higher overall fair rating
tend to have a lower total error density.
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Substance error densities
Theerrordensities for substancewo(ED_Su1), cls (ED_Su3), andx(ED_Su5)
have significant, moderate to strong relationships with all Fair Measure variables. The
substance ps (ED_Su2), sc (ED_Su4), and pcio error densi-
ties (ED_Su9) are not significantly correlated with any of the Fair Measures.

Scope error densities
The error densities for scope cls (ED_Sc3) and scope x (ED_Sc5) have moder-
ate to strong correlations with all FairMeasure variables. The scope ps error density
(ED_Sc2) has weak correlations with the dimensions Vocabulary and Cohesion & Co-
herence, has no (significant) connection with the Task Achievement Fair Measure, and
only shows a negative trend (𝑝 < 0.1) for Total and Grammar Fair Measure. ED_Sc3
has the predominant role for all Fair Measure variables apart from Task Achievement.
ED_Sc5 has the strongest association with this variable. The scope wo (ED_Sc1) and
sc error densities (ED_Sc4) are not significantly correlated with any of the Fair
Measures.

4.3 Regression

In contrast to correlation, which only expresses the strength of the relationship between
two variables, regression provides additional information about the change in the depen-
dent variable when the values in the independent variable(s) change. For this reason, we
are using the regression coefficients to express sensitivity of the rating system to individ-
ual aspects of errors.

34



Colloquium: New Philologies · Volume 6, Issue 2 (2021) Samuel Hafner & Günther Sigott

outcome TOT.Fair GR.Fair VOC.Fair COH.Fair TA.Fair

model 1 2 3 4 5

intercept 6.087** (.394) 6.338** (.400) 5.925** (.448) 5.980** (.454) 5.828** (.485)
ED_TOT –.121** (.021) –.146** (.022) –.111** (.024) –.129** (.025) –.090** (.026)
𝑅2 .423 .502 .317 .379 .199
adj. 𝑅2 .411 .491 .302 .366 .181
robRSE 1.007 1.036 1.149 1.178 1.280

model 6 7 8 9 10

intercept 5.350** (.353) 5.868** (.443) 5.213** (.476) 5.514** (.460) 5.121** (.398)
ED_Su1 –.091** (.024) –.119** (.030) –.091** (.032) –.099** (.031) –.050+ (.027)
ED_Su2 –.036 (.085) –.126 (.106) .074 (.114) –.097 (.110) .089 (.095)
ED_Su3 –.314** (.098) –.289* (.121) –.247+ (.130) –.342* (.128) –.101 (.114)
ED_Su4 –.015 (.241) .149 (.300) .210 (.323) –.175 (.313) –.173 (.270)
ED_Su5 –.445** (.156) –.419* (.196) –.450* (.209) –.260 (.202) –.889** (.175)
ED_Su9 .140+ (.071) .063 (.087) .095 (.094) .123 (.094) .195* (.080)
𝑅2 .660 .600 .479 .523 .600
adj. 𝑅2 .610 .541 .403 .453 .541
robRSE .796 .983 1.062 1.069 .908

model 11 12 13 14 15

intercept 5.808** (.393) 6.088** (.427) 5.808** (.497) 5.835** (.476) 5.318** (.545)
ED_Sc1 –.014 (.071) –.057 (.077) –.061 (.090) .005 (.088) .055 (.099)
ED_Sc2 –.145 (.083) –.159+ (.089) –.185+ (.105) –.250* (.101) –.052 (.115)
ED_Sc3 –.162** (.040) –.182** (.043) –.144** (.050) –.151** (.049) –.115* (.055)
ED_Sc4 .052 (.078) –.003 (.085) .025 (.098) .024 (.094) .104 (.108)
ED_Sc5 –.163** (.041) –.178** (.044) –.105* (.051) –.168** (.050) –.176** (.056)
𝑅2 .527 .554 .360 .467 .310
adj. 𝑅2 .471 .501 .284 .414 .228
robRSE .958 1.029 1.181 1.137 1.285

𝑁 = 48. Codes for significance levels (2-tailed): + 𝑝 < .1. * 𝑝 < .05. ** 𝑝 < .01.
Models in the second column (1, 6, 11) have the outcome variable TOT.Fair, models in the third column (2, 7, 12)
GR.Fair, and so on. robRSE = robust residual standard error. Parameter estimation method: MM-estimator. The
coefficients are unstandardized, the standard errors are printed in parentheses.

Table 5: Regression models for error densities predicting Fair Measures.
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Total error density
The simple linear regression models for the total error density (ED_TOT) predicting
the Fair Measures are given in models 1 to 5 in Table 5. The relationships are negative,
meaning that a higher error density is associated with lower ratings in all dimensions.
The total error density has the strongest impact on the Grammar Fair Measure and the
weakest on the Task Achievement Fair Measure. The (estimated) regression function
from model 2 can be formulated as follows:

Grammar Fair Measure: GR.Fair = 6.338 − 0.146 ⋅ ED_TOT

Using descriptive language, this equation can be described as follows: Comparing two
learners of English at grade 8 that differ by 1 in the total error density, the Grammar Fair
Measure is expected to differ by 0.146, and the learner with the lower error density has
the higher rating. Theoretically, a performance without any errors would have a rating of
6.338.

All models have limited accuracy. The proportion of the variance in the outcome vari-
able Task Achievement Fair Measure that is predictable by the total error density is even
as low as 20% (𝑅2 = 0.199). The highest coefficient of determination can be found in
the regression model on Grammar Fair Measure (𝑅2 = 0.502)

Substance error densities
The multiple linear regression models between the substance error densities (ED_SuX)
and the Fair Measures are shown in models 6 to 10 in Table 5. The error densities for
substance wo (ED_Su1), substance cls (ED_Su3), and x (ED_Su5) are sig-
nificant regressors in almost all models. ED_Su5 has the largest coefficients. Its impact
on the Task Achievement dimension is especially strong. A difference of 1 in the error
density is associated with a difference in 0.889 in the Task Achievement rating. In con-
trast, the error density for substance pcio (ED_Su9) has a significant positive
coefficient in the Task Achievement model (model 10). This is the only significant posi-
tive coefficient.

Similar to the regression with the total error density, all models have limited accuracy.
The highest proportion of the variance in the dependent variables that is explained by the
substance error densities is 66% (model 6). This time, the model with Task Achievement
has a relatively high 𝑅2 (0.6).

Scope error densities
The regression models for the scope error densities (ED_ScY) predicting the Fair Mea-
sures are shown in models 11 to 15 in Table 5. The error densities for scope cls
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(ED_Sc3) and x (ED_Sc5) have a significant negative impact on all Fair Measure
variables. The situation is less clear for the scope ps (ED_Sc2) error density. While
the coefficients have a relatively large, negative value, the variable is only significant at the
0.05 level (two-tailed) for the Coherence & Cohesion Fair Measure (model 14). How-
ever, there is a similar trend (𝑝 < 0.1) on the other ratings (except for Task Achieve-
ment). For none of the five models are the scope wo and sc error densities
statistically distinguishable from zero.

The accuracy of themodels is again not high. The highest coefficient of determination
is 0.554 in the regression on Grammar Fair Measure (model 12), and the lowest is 0.31
for Task Achievement Fair Measure (model 15).

5 Discussion

5.1 Areas of Difficulty for Learners

The average total error density is approximately 17, meaning that, on average, each per-
formance contains around 17 errors per 100 words. This leads to the conclusion that
writing, especially producing accurate language, is a great difficulty for Austrian learners
at grade 8.

Themajority of the errors concern the unitwo, which is not surprising considering
that most of the errors relate to prepositions, spelling, personal pronouns, lexical choice
and capitalization (cf. Pibal 2012), most of which are correctable by changing a single
word. The high frequency of punctuation errors, most of which concern commas, may
have two causes. First, the errorsmay result fromL1 interference (language transfer). For
example, in German it is required to surround every subordinate clause with commas,
which is not the case for English. Additionally, the incorrect addition or omission of a
commausually does not lead to a change inmeaning or to a communication problemand,
thus, it is reasonable to conclude that students do not pay a lot of attention to (certain)
comma rules and the related errors. For the same reasons, teachers might not consider
it necessary to give detailed feedback on such errors or provide clear instructions on the
correct usage.

Most errors involve scope beyond ps (scope cls or sc constitute
51% of all non-norm adequate forms) and errors with scope x turn out to be the sec-
ond most common category (21%). This leads to the conclusion that a lot of pupils are
not yet able to see their text as a meaningful circle of ideas that are interconnected. Thus,
recognising the repercussions an error has on textual context seems to be a major chal-
lenge for the learners and should be focused on in teaching.
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5.2 Error Densities and Fair Measures: Implications for Validity

It turns out that a high error density is typical of performances with a low overall rat-
ing, thus indicating that errors and writing competence are connected. This finding is
not unexpected and has been observed in numerous studies (e.g., Bıdık 2016; Frey and
Heringer 2007;Homburg 1984;Weltig 2004;Wolfe-Quintero, Inagaki, andKim1998).

In what follows, only the results of the regression analyses are discussed because they
provide more information than correlation. While correlation, which only expresses the
strength of the relationship between two variables, regression also indicates the change
in the dependent variable brought about by a change of the values in the independent
variable(s). For this reason, we use the regression coefficients to express sensitivity of the
rating system to individual errors.

A meaningful observation concerns the intercept of the regression models. The inter-
cept is the expected mean value of the dependent variable, here the Fair Measure, when
all independent variables, here error densities, are zero. In this context, it can be inter-
preted as the rating of a performance that does not contain any errors. For none of the
models is the intercept 7, which would be the perfect rating. It appears that errors alone
do not fully explain the rating, which is also evident by the limited regression accuracy.

The total error density has a relatively strong, significant impact on most of the de-
pendent variables. For example, a difference in the value of the total error density of 8 is
connected to a difference in one level of the 7-level Total Fair Measure (see appendix).
Given that 50% of the performances have more than 16.36 errors per 100 words, this is
a considerable impact.

However, the total error density has only a small impact on the rating in the Task
Achievement dimension. Task achievement refers to the ability to produce texts that
respond to the tasks in a clear and meaningful way and to elaborate and expand ideas
meaningfully (Kulmhofer and Siller 2018). Consequently, the total number of errors
identified using the Scope – Substance error taxonomy should not have a strong impact
on this dimension. Since the regression weight is very small (β = -0.090, p < 0.01, regres-
sion model 5) and the accuracy very low (R2 = 0.199), raters seem to consider different
thingswhenmaking their judgments, such aswhether all content points from the prompt
have been mentioned or whether they have been elaborated or not (cf. appendix and the
extended scale in Gassner, Mewald, and Sigott (2008, 25)).

Among the error features which exert a strong statistical influence on the ratings are
the substancewo (ED_Su1), cls (ED_Su3) and x (ED_Su5) error densities.
substance wo affects ratings on three of the four rating dimensions, more strongly on
Grammar than on Vocabulary. substance cls also affects ratings on Grammar and,
more strongly, on Cohesion and Coherence. Not surprisingly, substance x has the
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strongest statistical effect on Task Achievement but also strongly affects the ratings on
Grammar and Vocabulary. The effect of substance x on Task Achievement is in line
with expectations based on the fact that substancex errors are the only error type that
directly captures problems with task achievement.

Contrary to the expectation that all error types have a negative effect on the rating,
the substance pcio error density has a positive, statistically significant, regres-
sion weight for the Task Achievement dimension (β = 0.195, 𝑝 < 0.05, regression
model 10). The incidence of punctuation errors, then, increases with text quality. This is
presumably due to the fact that the higher the quality of the text, the more complex the
structures, but the more punctuation is needed. Conceivably, this increases the writers’
chances of making punctuation errors. In contrast to the other error types, punctuation
errors, while frequent, do not affect the ratings negatively. A similar phenomenon was
observed by Bıdık (2016).

Concerning the amount of context needed to detect an error, i.e., scope, the error cat-
egories cls (ED_Sc3) and x (ED_Sc5) are the ones with a significant impact
on the ratings. Scope cls affects all the ratings, but most strongly the Grammar rat-
ing, while scope x also affects all the ratings butmost strongly theGrammar andTask
Achievement ratings.

These results constitute detailed information about aspects of student writing that
seem to be important in determining quality assessments of the writing. The substance
categories which are associated with the ratings provide information on what kind of
changes in the performanceswould lead to higher ratings. The scope categories could con-
stitute a basis for formulating feedback to students by pointing out to them how much
of their text they need to consider in order to avoid particular substance errors. Thus, the
results could also be seen as a contribution to formative assessment.

In all, the results make a contribution to identifying the construct of the Austrian E8
Standards Writing test. They address context validity by identifying features that the
raters seem to be sensitive to, and thus constitute sources of task difficulty. At the same
time, the results also speak to theory-based validity as they identify errors that Austrian
adolescent writers need to avoid, i.e., areas of competence that they need to develop, in
order to enhance their writing.

However, it has to be borne in mind that the error categories studied do not explain
the entire variance in the ratings. This indicates that factors other than errors, namely
positive features, do seem to play a role in the assessment aswell. Identifying such positive
features is a worthwhile and necessary task for future research.
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6 Conclusion

This study analysed errors by means of the Scope – Substance error taxonomy in a sample
of 50 written performances from the 2009 baseline study for the E8 Standards Writing
Test. The primary aim was to contribute to the validation of this large-scale assessment
by studying the relationship between errors (described using the Scope – Substance error
taxonomy) and human ratings awarded to writing performances (RQ2). An additional
aim was to examine the data to determine the most common errors in the writing of 14-
year-old Austrian learners of English (RQ1).

The study provides insight into the areas in which pupils have difficulties. In gen-
eral, writing, especially producing accurate language, poses a great difficulty for Austrian
learners of English at grade 8. Most of the problems concern the unit wo (59%), fol-
lowed by pcio (14%). Regarding scope, learners have problems considering
the constraints of wider context (clause, sentence, text) to produce accurate language.

These results constitute baseline information about error occurrence in adolescent L2
English writing of L1 German-speaking learners. Unlike in the US, where data on error
occurrence has been monitored over decades (A. A. Lunsford and K. J. Lunsford 2008;
K. C. Wilcox, Yagelski, and F. Yu 2013), such information has not been collected for
L2 English writing in the German-speaking context. Now that this study has established
the baseline, it would be interesting to follow the development of error incidence in L2
English writing in the German-speaking area in the future.

The data indicate that errors and assessments of writing competence in the E8 Stan-
dardsWritingTest are connected. In linewith prior studies, this study also showed that as
writers become more proficient, they tend to produce increasingly accurate language. In
this study, this manifests itself as a negative relationship between human ratings and the
presence of errors identified by means of the Scope – Substance error taxonomy. A low
error density is associated with high ratings and a high error density with low ratings.
substance wo, cls, and x error densities play an important role in the rating
in most dimensions; errors with a larger scope also have a strong effect. By highlighting
aspects of errors to which raters seem to be sensitive, these findings constitute evidence
of context validity. At the same time, the findings are relevant to theory-based validity by
concretising areas of competence that learners need to develop in order to receive higher
ratings. While errors are important determinants of the ratings, additional factors must
be at play as the accuracy of the regression models is not perfect. It seems that raters do
take errors into consideration in the assessment, but other variables, presumably positive
features, also contribute to their decisions. This should in fact be the case since the rating
scale refers to negative as well as positive features.
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The study has implications for practice. On the one hand, it provides a basis for re-
fining the descriptors of the E8 rating scale for writing by adding the aspects of error to
which raters seem to be particularly sensitive. This could help to make the rating easier
and contribute to reliability and validity. Making these aspects of errors explicit in rater
training should also prove helpful in efforts to maximise reliability and validity. On the
other hand, if aspects of errors to which raters are sensitive are communicated to teach-
ers, the competences required to avoid such errors can be focused on in the teaching of
writing. This can facilitate positive washback, which is an important aim of Austrian
Educational Standards testing.
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Appendix

E8Writing Rating Scale (versionMay 2008)

Figure 5: E8 Writing Rating Scale (version May 2008) (Gassner, Mewald, and Sigott
2008, 24)
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